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The counts from all of the detectors are added to improve Error estimation based on RMSE (g)
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> The dataset is split into test set (15 %) and training set
(85 %).

> Input layer depends on the number of channels that va-
ries for each element.
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> The output layer utilizes a sigmoid activation function to
produce a continuous numerical output.




